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Abstract

We derive a precise general relation between the entropy of a compact operator and its
eigenvalues. It is then shown how this result along with the underlying philosophy can be
applied to improve substantially on the best known characterizations of the entropy of the
Landau-Pollak-Slepian operator and the metric entropy of unit balls in Sobolev spaces.

1 Introduction

Characterizing the metric entropy of function classes is a topic of longstanding interest
in the mathematics and engineering literature, spanning across domains as diverse as
approximation theory [1, 2], information theory [3, 4], statistics [5, 6], the study of dy-
namical systems [7, 8], and deep neural network theory [9, 10]. Perhaps somewhat less
widely known are the related concepts of entropy and entropy numbers of linear compact
operators between Banach spaces [11, 12, 13, 14], finding application in domains as varied
as control theory [15], machine learning [16], and the study of Brownian motion [17].

Based on recent advances in the characterization of the metric entropy of ellipsoids
by the authors of the present paper [18, 19], we derive a precise relationship between the
entropy of a compact operator and the asymptotic behavior of its eigenvalues, thereby
improving significantly upon the classical result [11, Proposition 1.3.2]. As a byproduct,
we also obtain a relationship between the entropy of a compact operator and its eigenvalue-
counting function.

Finally, it is demonstrated how our results along with the underlying general philos-
ophy can be applied to improve substantially on the best known characterizations of the
entropy of the Landau-Pollak-Slepian operator and the metric entropy of unit balls in
Sobolev spaces.

1.1 Notation and terminology

We write N for the set of non-negative integers, N∗ for the positive integers, R for the real
numbers, and R∗+ for the positive real numbers. For d ∈ N∗, we denote by ωd the volume
of the unit ball in Rd and by Hd the d-dimensional Hausdorff measure.

When comparing the asymptotic behavior of the functions f and g as x→ `, with ` ∈
R∪{−∞,∞}, we use the standard notation f = ox→`(g) to express that limx→`

f(x)
g(x) = 0.

The authors gratefully acknowledge support by the Lagrange Mathematics and Computing Research Center,
Paris, France.
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We further indicate asymptotic equivalence according to f ∼x→` g if limx→`
f(x)
g(x) = 1 and

f �x→` g if limx→`
f(x)
g(x) = C for some C > 0.

The space of square summable sequences is referred to as `2. Given a set Ω ⊆ Rd,
we let L2(Ω) be the space of square-integrable functions on Ω equipped with the usual
inner product 〈·, ·〉L2(Ω). We write supp(f) for the essential support of f ∈ L2(Ω) and
define C∞0 (Ω) to be the space of infinitely differentiable functions with compact support
contained in Ω. Further, Id designates the identity operator and F the Fourier transform
operator. Given a Banach space (E, ‖ · ‖E), we shall write BE := {x ∈ E | ‖x‖E ≤ 1} for
its closed unit ball.

Finally, log stands for the logarithm to base 2 and 1X(·) for the indicator function
corresponding to the set X.

2 Entropy of compact operators

We first introduce the notions of metric entropy and entropy numbers of a set.

Definition 1 (Metric entropy and entropy numbers of sets). Let (X , d) be a metric
space and K ⊆ X a compact set. An ε-covering of K with respect to the metric d is
a set {x1, ... , xN} ⊆ X such that for each x ∈ K, there exists an i ∈ {1, . . . , N} so
that d(x, xi) ≤ ε. The ε-covering number N(ε;K, d) is the cardinality of a smallest such
ε-covering. The metric entropy of the set K is given by

H(ε;K, d) := logN(ε;K, d).

For m ∈ N∗, the m-th entropy number εm of K is defined as the smallest radius ε > 0
required to cover K with at most 2m balls of radius ε, i.e.,

εm(K, d) := inf{ε > 0 | H(ε;K, d) ≤ m}.

The extension of the concepts in Definition 1 to compact linear operators T : E → F
between Banach spaces E, F proceeds as follows. We first note that the image T (BE)
of the unit ball in E has compact closure in F . The entropy of the compact operator T ,
quantifying its compactness, is then simply given by the metric entropy of T (BE).

Definition 2 (Entropy and entropy numbers of compact linear operators). Let (E, ‖ ·‖E)
and (F, ‖ · ‖F ) be Banach spaces, and let T : E → F be a compact linear operator. We
define the entropy of T as the metric entropy of the closure of the image of the unit ball,
according to

H(ε;T ) := H
(
ε;T (BE), ‖ · ‖F

)
.

Likewise, for m ∈ N∗, the m-th entropy number of T is defined as the m-th entropy number
of the closure of the image of the unit ball, i.e.,

εm(T ) := inf
{
ε > 0 | H

(
ε;T (BE), ‖ · ‖F

)
≤ m

}
.

Following the convention in the literature, we shall talk about the “metric entropy” of
a set but will simply say the “entropy” of an operator. Although all the results in this
paper can be stated in the broader setting of operators between general Banach spaces,
for concreteness and simplicity of exposition, we restrict our attention to endomorphisms
of separable real Hilbert spaces. Entropy in the complex case differs from that in the
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real case only by a multiplicative factor of 2. The restriction we impose further has the
advantage of allowing direct comparisons with classical results, as e.g. those in [11, 15].
We shall henceforth consider a separable real Hilbert space H along with the compact
linear operator T : H → H. Arguing through polar decomposition as in [15] or [11,
Chapter 3.4], we can further restrict our attention to self-adjoint operators, i.e., operators
that can be diagonalized in some suitable basis; the corresponding eigenvalues will be
denoted as {λn}n∈N∗ . For expositional convenience, eigenvalues will be assumed ordered
in a non-increasing fashion throughout the paper.

Relating the entropy numbers of compact linear operators to their eigenvalues has
been a topic of longstanding interest. The corresponding results in the area are typically
lower and upper bounds on the entropy numbers in terms of the geometric mean of the
eigenvalues, see [12] for Banach spaces, [13, Theorem 1.3.4] for quasi-Banach spaces, and
[15] for Hilbert spaces. To the best of our knowledge, the sharpest known result [11,
Proposition 1.3.2] is

sup
N∈N∗

2−m/N

[
N∏
n=1

λn

]1/N
 ≤ εm(T ) ≤ 6 sup

N∈N∗

2−m/N

[
N∏
n=1

λn

]1/N
, (1)

for all m ∈ N∗.
The key to our approach is the simple observation that the image of the unit ball in

H under T is an ellipsoid with semi-axes given by the eigenvalues {λn}n∈N∗ of T . The
strategy of using the metric entropy of ellipsoids to characterize the entropy numbers
of compact linear operators has already been exploited in the literature, see e.g. [15].
However, recent progress on the characterization of the metric entropy of ellipsoids [18, 19],
by the authors of this paper, allows for significant improvements. In particular, we obtain
the following general result.

Theorem 3. Let H be a separable real Hilbert space and let T : H → H be a compact
self-adjoint operator with eigenvalues {λn}n∈N∗ satisfying

λn =
c1

nα1
+

c2

nα2
+ on→∞

(
1

nα2

)
, (2)

where c1 ∈ R∗+, c2 ∈ R, and α1, α2 ∈ R∗+ such that

either α1 < α2 < α1

(
1 +

2

6α1 + 1

)
, or

{
α1 = α2, and

c2 = 0.

Then, the entropy of T satisfies

H(ε;T )=
α1c1

1/α1

ln(2)
ε−1/α1 +

c2 c1

1−α2
α1

(α1 + 1− α2) ln(2)
ε
α2−α1−1

α1 +oε→0

(
ε
α2−α1−1

α1

)
, (3)

which can equivalently be expressed in terms of entropy numbers according to

εm(T ) = c1

(
α1

ln(2)

)α1

m−α1 +
c2 (α1/ ln(2))α2

α1 + 1− α2
m−α2 + om→∞

(
m−α2

)
. (4)

Proof. As H is a separable real Hilbert space and T a compact self-adjoint operator,
there exists an orthonormal basis {ψn}n∈N∗ of H composed of eigenvectors of T (see
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e.g. [20, Theorem 6.11]). Using the Bessel-Parseval identity, one obtains the following
characterization of the image, under T , of the unit ball B of H:

T (B) =
{
y ∈ H | y = Tx with ‖x‖2H ≤ 1

}
=

{
y ∈ H | y =

∞∑
n=1

λnxnψn with {xn}n∈N∗ ∈ `2 s.t.
∞∑
n=1

|xn|2 ≤ 1

}

=

{
y ∈ H | y =

∞∑
n=1

ynψn with {yn}n∈N∗ ∈ `2 s.t.

∞∑
n=1

|yn/λn|2 ≤ 1

}
.

This shows that T (B) is isometric to the ellipsoid in `2 of semi-axes {λn}n∈N∗ . The result
(3) then follows as a direct consequence of Lemma 8 in the Appendix.

Now, turning to entropy numbers, it follows from the definition of εm and (3) that

m =
α1c1

1/α1

ln(2)
εm
−1/α1 +

c2 c1

1−α2
α1

(α1 + 1− α2) ln(2)
ε
α2−α1−1

α1
m + om→∞

(
ε
α2−α1−1

α1
m

)
.

Inverting this expression by application of Lemma 7 in the Appendix yields (4).

In view of the applications considered in Section 3, we decided to restrict the statement
of Theorem 3 to regularly varying eigenvalues (in the sense of [21, Definition 1.2.1]). An
extension to exponentially decaying eigenvalues can be obtained by replacing the argument
in the proof of Theorem 3 relying on Lemma 8 by [19, Theorem 9]. Moreover, we note
that an extension to complex Hilbert spaces does not pose any technical difficulties.

As announced, we now show how Theorem 3 leads to a significant improvement of (1).
In the case where λn ∼ c1n

−α1 , a direct calculation yields

sup
N∈N∗

2−m/N

[
N∏
n=1

λn

]1/N
 = c1

(
α1

ln(2)

)α1

m−α1 + om→∞
(
m−α1

)
.

We can therefore conclude that (1) characterizes the first term only in the asymptotic
expansion of εm(T ) and does so up to a multiplicative factor of 6, whereas our result (4)
delivers a characterization of the first two terms and with precise constants.

Note that our result is asymptotic in nature, while most results in the literature, in-
cluding (1), apply for arbitrary m ∈ N∗. We hasten to add, however, that Theorem
3 does not presuppose a full characterization of the eigenvalues of T , but only requires
information on their asymptotic behavior. This is a more widely used and realistic as-
sumption. Typically, when the operator T is (pseudo-)differential, standard results in
micro-local analysis (see e.g. [22, Chapter 30]) characterize the asymptotic behavior of
the eigenvalue-counting function

MT : γ ∈ (0,∞) 7→ #{n ∈ N∗ | λn ≥ γ} ∈ N

in the asymptotic regime γ → 0. The canonical example is given by the inverse of
the Laplacian (used for instance in the study of Sobolev spaces), where the Weyl law
for the Laplacian provides the asymptotic scaling of the eigenvalue-counting function
(see Section 3.2 for more details). The next result is a consequence of Theorem 3 and
illustrates how knowledge of the asymptotic behavior of MT (γ) leads to an asymptotic
characterization of the entropy and entropy numbers of T .
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Corollary 4. Let H be a separable real Hilbert space and let T : H → H be a compact
self-adjoint operator with eigenvalue-counting function satisfying

MT (γ) = κ1γ
−β1 + κ2γ

−β2 + oγ→0

(
γ−β2

)
, (5)

where κ1 ∈ R∗+, κ2 ∈ R, and β1, β2 ∈ R∗+ such that

either β1

(
1− 2

6 + β1

)
< β2 < β1, or

{
β1 = β2, and

κ2 = 0.
(6)

Then, the entropy of T satisfies

H(ε;T ) =
κ1

β1 ln(2)
ε−β1 +

κ2

β2 ln(2)
ε−β2 + oε→0

(
ε−β2

)
,

which, upon defining β∗ := β1/(1 + β1 − β2), can equivalently be expressed as

εm(T ) =

(
κ1

β1 ln(2)

)1/β1

m−1/β1 +
κ2

κ1β2

(
κ1

β1 ln(2)

)1/β∗

m−1/β∗
+om→∞

(
m−1/β∗

)
.

Proof. Denote the eigenvalues of T , ordered in non-increasing fashion, by {λn}n∈N∗ and
let {ηn}n∈N∗ be an arbitrary sequence of positive real numbers. From the definition of the
eigenvalue-counting function, it follows that

MT (λn + ηn) < n ≤MT (λn), for all n ∈ N∗.

Invoking assumption (5) on the eigenvalue-counting function and choosing {ηn}n∈N∗ to
decay to zero fast enough, we then obtain

n = κ1λ
−β1
n + κ2λ

−β2
n + on→∞

(
λ−β2n

)
.

Inverting this expression through application of Lemma 7 in the Appendix yields the
decay behavior of the eigenvalues according to

λn = κ
1/β1
1 n−1/β1 +

κ
1/β1−β2/β1
1 κ2

β1
nβ2/β1−1/β1−1 + on→∞

(
nβ2/β1−1/β1−1

)
.

Next, introducing the quantities

c1 := κ
1/β1
1 , c2 :=

κ
1/β1−β2/β1
1 κ2

β1
, α1 := 1/β1, and α2 := 1 + 1/β1 − β2/β1,

allows us to reformulate the two cases in (6) as

either α1 < α2 < α1

(
1 +

2

6α1 + 1

)
, or

{
α2 = α1, and

c2 = 0.

The hypotheses of Theorem 3 are thus verified and its application yields the desired result
according to

H(ε;T ) =
κ1

β1 ln(2)
ε−β1 +

κ2

β2 ln(2)
ε−β2 + oε→0

(
ε−β2

)
and

εm(T ) =

(
κ1

β1 ln(2)

)1/β1

m−1/β1 +
κ2

κ1β2

(
κ1

β1 ln(2)

)1/β∗

m−1/β∗
+om→∞

(
m−1/β∗

)
,

with β∗ := β1/(1 + β1 − β2), thereby concluding the proof.
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3 Applications

We now put the general results developed in Section 2 to work. Concretely, we derive the
entropy of the Landau-Pollak-Slepian operator and we find a precise asymptotic charac-
terization of the metric entropy of unit balls in Sobolev spaces. In both cases, significant
improvements over the best known results in the literature are obtained.

3.1 Entropy of the Landau-Pollak-Slepian operator

The classical sampling theorem [23] quantifies the minimum number of samples per unit of
time needed to recover a strictly band-limited signal. This result essentially characterizes
the information rate of band-limited signals. Landau, Pollak, and Slepian [24, 25] took
this idea further by allowing for signals that are effectively band-and time-limited. The
object of central interest in this theory is the Landau-Pollak-Slepian operator defined as
follows. For r ∈ R∗+ and compact subsets Ω and W of Rd, one considers the sets

D(rΩ) :=
{
f ∈ L2(Rd) | supp(f) ⊆ rΩ

}
, and

F(W) :=
{
f ∈ L2(Rd) | supp(Ff) ⊆W

}
.

Associating an orthogonal projection operator with each of these sets according to

PrΩ : f 7→ 1{rΩ}f and PW : f 7→ F−1
1{W}Ff,

leads to the definition of the Landau-Pollak-Slepian operator as

P
(r)
LPS := PrΩPWPrΩ : L2(Rd)→ L2(Rd).

We refer to [26, Chapter 2] and [27, Chapter 20] for detailed discussions of the Landau-
Pollak-Slepian operator and to [28] for an application to the derivation of uncertainty
principles.

Next, we apply the method developed in the previous section to obtain an exact

characterization of the entropy rate limr→∞H(ε;P
(r)
LPS)/rd of the Landau-Pollak-Slepian

operator, based on which an asymptotic result by Kolmogorov and Tikhomirov on the en-
tropy rate of effectively band-and time-limited signals can be turned into a non-asymptotic
statement. To the best of our knowledge, the entropy (rate) of the Landau-Pollak-Slepian
operator has not been characterized before in the literature.

Theorem 5. Let d ∈ N∗ and let Ω and W be compact subsets of Rd. Then, we have

lim
r→∞

H
(
ε;P

(r)
LPS

)
rd

=
2Hd(Ω)Hd(W)

(2π)d
log
(
ε−1
)
, for all ε ∈ (0, 1].

The proof of Theorem 5 proceeds by first reducing the problem at hand to covering an
infinite-dimensional ellipsoid with semi-axes determined by the eigenvalues of the Landau-
Pollak-Slepian operator. Indeed, it is well known (see e.g. [29, Lemma 1 and Theorem
1]) that the Landau-Pollak-Slepian operator is compact, self-adjoint, and has positive
eigenvalues {λn}n∈N∗ bounded by 1 with associated eigenvalue-counting function satisfying

Mr(γ) =
( r

2π

)d
Hd(Ω)Hd(W) + or→∞

(
rd
)
, for all γ ∈ (0, 1). (7)
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Figure 1: Eigenvalue distribution of the Landau-Pollak-Slepian operator.

In a second step, the problem is further reduced, namely to covering a finite-dimensional
ellipsoid obtained by carefully thresholding the infinite-dimensional ellipsoid under con-
sideration. Specifically, the threshold specifies the ε-dependent effective dimension of
the infinite-dimensional ellipsoid and is chosen as Mr(γ) for γ suitably depending on ε,
see Figure 1. Finally, we apply results from [19] on the covering of finite-dimensional
ellipsoids.

Proof. The proof will be effected by sandwiching the entropy rate between matching
lower and upper bounds. To this end, let us fix r ∈ R∗+, ε ∈ (0, 1], γ ∈ (0, 1), and

denote the image of the unit ball in L2(Rd) under the operator P
(r)
LPS by E (r). We have

already argued that, in the basis of eigenvectors of P
(r)
LPS , the set E (r) is isometric to the

infinite-dimensional ellipsoid in `2 of semi-axes given by the eigenvalues of P
(r)
LPS , denoted

as {λn}n∈N∗ . The associated eigenvalue-counting function satisfies (7). We further let

E (r)
− stand for the finite-dimensional ellipsoid obtained from E (r) by retaining the Mr(γ)

largest semi-axes. (Note that Mr(γ) is guaranteed to be non-zero for r large enough.) As
covering the infinite-dimensional ellipsoid E (r) requires at least as many covering balls as

needed to cover the corresponding finite-dimensional ellipsoid E (r)
− , we have

H
(
ε; E (r), ‖ · ‖2

)
≥ H

(
ε; E (r)
− , ‖ · ‖2

)
(8)

(for a formalization of this argument, we refer to [19, Lemma 10]). Now, a direct appli-
cation of Lemma 9 in the Appendix yields

H
(
ε; E (r)
− , ‖ · ‖2

)
2Mr(γ)

≥ log
(
ε−1
)

+
1

Mr(γ)

Mr(γ)∑
n=1

log(λn). (9)

Note that, by definition of Mr(γ), the eigenvalues λn appearing in (9) are all greater than
or equal to γ. This yields the bound

1

Mr(γ)

Mr(γ)∑
n=1

log(λn) ≥ log(γ). (10)

Now, combining (7)-(10), we get

lim
r→∞

H
(
ε; E (r), ‖ · ‖2

)
rd

≥ lim
r→∞

H
(
ε; E (r)
− , ‖ · ‖2

)
rd

≥ 2 log
(
γ ε−1

)
lim
r→∞

Mr(γ)

rd

=
2Hd(Ω)Hd(W)

(2π)d
log
(
γ ε−1

)
.
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In particular, taking γ arbitrarily close to 1, it follows that

lim
r→∞

H
(
ε; E (r), ‖ · ‖2

)
rd

≥ 2Hd(Ω)Hd(W)

(2π)d
log
(
ε−1
)
. (11)

The proof will be completed by establishing an upper bound on the entropy rate matching

the lower bound (11). To this end, fix τ ∈ (0, 1) and consider the ellipsoid E (r)
+ obtained

from E (r) by retaining the Mr(τε) largest semi-axes. Note that Mr(τε) is well-defined
by τε ∈ (0, 1), and guaranteed to be non-zero for r large enough. As the semi-axes

corresponding to the dimensions not retained in the transition from E (r) to E (r)
+ have

length smaller than τε, every (1 − τ)ε-covering of E (r)
+ can be turned into an ε-covering

of E (r), simply by completing the components of the covering ball centers of E (r)
+ by an

infinite sequence of zeros (for a formalization of these arguments, we refer to the techniques
developed in [19, Lemmata 10, 11, and 42]). This observation translates into

H
(
ε; E (r), ‖ · ‖2

)
≤ H

(
(1− τ)ε; E (r)

+ , ‖ · ‖2
)
≤ H

(
(1− τ)ε;B(r), ‖ · ‖2

)
, (12)

where B(r) denotes the unit ball of dimension Mr(τε) and the second inequality follows
from the fact that the semi-axes have length smaller than or equal to one (which is a direct

consequence of the semi-axes being given by the eigenvalues of P
(r)
LPS). From Lemma 10

in the Appendix with d = 2Mr(τε), we can deduce the existence of a sequence κ with
limM→∞ κ(M) = 1, such that

H
(
(1− τ)ε;B(r), ‖ · ‖2

)
2Mr(τε)

≤ log
(

((1− τ)ε)−1
)

+ log(κ(2Mr(τε))). (13)

Using (13) in (12) together with (7), we obtain, for all τ ∈ (0, 1),

lim
r→∞

H
(
ε; E (r), ‖ · ‖2

)
rd

≤ lim
r→∞

H
(
(1− τ)ε;B(r), ‖ · ‖2

)
rd

≤ lim
r→∞

2Mr(τε)

rd

{
log
(

[(1− τ)ε]−1
)

+ log(κ(2Mr(τε)))
}

=
2Hd(Ω)Hd(W)

(2π)d
log
(

[(1− τ)ε]−1
)
,

where the last step is by limM→∞ κ(M) = 1 combined with limr→∞Mr(γ) =∞. We can
finally choose τ arbitrarily small to obtain

lim
r→∞

H
(
ε; E (r), ‖ · ‖2

)
rd

≤ 2Hd(Ω)Hd(W)

(2π)d
log
(
ε−1
)
.

This concludes the proof.

We now discuss the implications of Theorem 5 for d = 1, Ω = [−1, 1], and W =

[−σ, σ], σ ∈ R∗+. In this case, the image of the unit ball in L2(R) under P
(T )
LPS , with

T ∈ R∗+, is obtained by localizing strictly band-limited (namely to W) functions to the

time-interval [−T, T ]. We denote the resulting function class by B
(T )
σ and recall the

following result due to Kolmogorov and Tikhomirov [30, Chapter 7, Theorem XXII], [31,
Theorem 8]

lim
T→∞

H
(
ε;B

(T )
σ , ‖ · ‖2

)
2T

∼ε→0
2σ

π
log
(
ε−1
)
. (14)
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This shows that for signals band-limited to W = [−σ, σ], as ε→ 0, the number of degrees
of freedom per unit of time is given by 2σ

π , and hence determined by the bandwidth 2σ.
The rationale behind the interpretation in terms of degrees of freedom derives itself from
the observation that the metric entropy of finite intervals on the reals is of order log(ε−1),
as ε → 0. Therefore, the pre-log on the right-hand side of (14) determines the number
of information-carrying scalars per unit of time. Now, this interpretation holds only
asymptotically as ε→ 0. Consequently, for ε ∈ (0, 1], in principle the effective number of
degrees of freedom could depend on ε, of course in a manner ensuring compatibility with
the asymptotics in (14).

The result in Theorem 5, i.e.,

lim
T→∞

H
(
ε;B

(T )
σ , ‖ · ‖2

)
2T

=
2σ

π
log
(
ε−1
)
, for all ε ∈ (0, 1], (15)

therefore constitutes a substantial improvement over the literature as it proves equality
in (14) for all ε ∈ (0, 1]. Specifically, this shows that the dimension counting argument
that has been employed in the literature for decades is, in fact, exact for all ε ∈ (0, 1].

3.2 Metric entropy of unit balls in Sobolev spaces

Characterizing the metric entropy of unit balls in function spaces defined through regular-
ity constraints such as Besov, Sobolev, Hölder, or Lipschitz spaces is a prominent problem
in approximation theory and other domains of applied mathematics (see e.g. [30, Chap-
ter 7]). The results in this context are typically of the following form. Function classes
living on a d-dimensional domain and exhibiting smoothness of degree k have their metric
entropy and entropy numbers scale according to

H(ε) �ε→0 ε
− d
k , and εm �m→∞ m−

k
d .

We refer to [18], [9, Table 1], and [4, 32, 33] for concrete incarnations of this general
behavior.

We next show how our general results on the entropy of linear operators can be applied
to fully characterize the first terms in the asymptotic expansion of the metric entropy of
unit balls in Sobolev spaces. Concretely, given a bounded open set Ω ⊂ Rd, we consider
the Sobolev space W k,2

0 (Ω) of regularity k ∈ N∗ (see [34, Chapter 3] or [20, Chapter 9.4]
for rigorous definitions) equipped with the norm

‖·‖k,Ω : f 7−→

‖f‖2L2(Ω) +
∑
|α|=k

‖Dαf‖2L2(Ω)

1/2

, (16)

where we used the standard multi-index notation for α = (α1, . . . , αd) andDα = ∂α1
1 . . . ∂αdd ,

with |α| =
∑d

j=1 αj . The best known result is due to Donoho (see [35] or the remark af-
ter [36, Corollary 2.4]) and provides, in the one-dimensional case with Ω = (0, 2π), the
constant in the leading term of the asymptotic expansion of the metric entropy H(ε) of

the unit ball in W k,2
0 (Ω) equipped with the norm (16) according to

H(ε) ∼ε→0
2 k

ln(2)
ε−

1
k . (17)

In Theorem 6 below, we extend this result in two aspects. First, we allow for general
bounded open domains Ω ⊂ Rd in arbitrary finite dimensions d. Second, we provide,
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under certain regularity conditions on Ω ⊂ Rd, an exact characterization of the second
term in the asymptotic expansion of metric entropy. Both of these extensions have no
counterpart in the existing literature.

The proof of our result relies on a spectral analysis of the Laplacian−∆ := −∂2
1 − · · · − ∂2

d .
More concretely, we resort to Weyl’s law for the Laplacian to characterize the asymptotic
behavior of its eigenvalue-counting function for bounded domains Ω with smooth bound-
ary ∂Ω and such that the measure of all periodic billiards is zero. We refer to [37], [38,
Corollary 29.3.4], [39, Chapter 1.2], and the survey [40] for a detailed discussion of Weyl’s
law and the technical condition we require on ∂Ω. To the best of our knowledge, Weyl’s
law has not been used before in the study of the metric entropy of function classes.

Theorem 6. Let d, k ∈ N∗ and let Ω ⊂ Rd be a bounded open subset of Rd. For a given
set S ⊂ Rd, we define a rescaled version of its r-dimensional Hausdorff measure Hr(S),
r ∈ {1, . . . , d}, according to

χr(S) :=
ωr

r (2π)r ln(2)
Hr(S). (18)

Then,

(i) the metric entropy and the entropy numbers of the unit ball in W k,2
0 (Ω) equipped

with the norm (16) satisfy

H(ε) = k χd(Ω) ε−
d
k + oε→0

(
ε−

d
k

)
and

εm = (k χd(Ω))
k
dm−

k
d + om→∞

(
m−

k
d

)
.

(ii) if we further assume that d > 6k/(2k − 1) and the boundary ∂Ω is smooth and such
that the measure of the periodic billiards in Ω is zero, we have

H(ε) = k χd(Ω) ε−
d
k − k χd−1(∂Ω)

4
ε−

d−1
k + oε→0

(
ε−

d−1
k

)
,

and

εm = (k χd(Ω))
k
dm−

k
d − k χd−1(∂Ω)

4 dχd(Ω)
(k χd(Ω))

k+1
d m−

k+1
d + om→∞

(
m−

k+1
d

)
.

The statements in Theorem 6 hold identically when the norm (16) is replaced by the
equivalent norm

‖·‖′k,Ω : f 7−→

∑
|α|=k

‖Dαf‖2L2(Ω)

1/2

. (19)

We refer to [34, Corollary 6.31] for a proof of the equivalence of the norms (16) and (19).
Our choice to state Theorem 6 in terms of the norm (16) is motivated by the desire to be
compatible with (17). Indeed, for d = 1 and Ω = (0, 2π), part (i) of Theorem 6 recovers
(17) according to

H(ε) ∼ε→0 k χ1((0, 2π)) ε−
1
k ∼ε→0 k

2 · 2π
1 · (2π)1 ln(2)

ε−
1
k ∼ε→0

2 k

ln(2)
ε−

1
k .

We finally note that a necessary condition for the assumption d > 6k/(2k− 1) in part
(ii) of Theorem 6 to hold is d > 3 and a sufficient condition is d > 6. In particular, this
assumption is readily satisfied for functions defined on high-dimensional domains, as is
common e.g. in machine learning applications.
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Proof. We first introduce the compact operator

T :=
[
Id + (−∆)(k)

]−1
, (20)

where (−∆)(k) stands for the k-fold application of the Laplacian and note that, for all
f ∈ C∞0 (Ω),

‖f‖k,Ω =
√
〈f | T−1f〉L2(Ω). (21)

By density of C∞0 (Ω) in W k,2
0 (Ω) (see [20, Chapter 9, Remark 18]), we can conclude from

(21) that the unit ball under the Sobolev norm ‖ · ‖k,Ω is an ellipsoid in L2(Ω) with semi-
axes given by the square root of the eigenvalues of T . Denote the eigenvalue-counting
function of T by MT and let

M∆ : γ 7→ #{n ∈ N∗ | λn ≤ γ, where {λn}n∈N∗ are the eigenvalues of −∆}.

Note that M∆ counts the number of eigenvalues of ∆ below a given threshold, whereas
MT counts those above the threshold. From the definition of T in (20), it follows that

MT (γ2) = M∆

(
k
√
γ−2 − 1

)
.

Note that we are interested in MT (γ2) rather than MT (γ) as the semi-axes of the ellipsoids
under consideration are given by the square root of the eigenvalues of T . The Weyl law
for the Laplacian ([41, Chapter 9.5]) yields

MT

(
γ2
)

=
ωdHd(Ω)

(2π)d
[
γ−2 − 1

] d
2k + oγ→0

([
γ−2 − 1

] d
2k

)
=
ωdHd(Ω)

(2π)d
γ−

d
k + oγ→0

(
γ−

d
k

)
.

Upon application of Corollary 4, with the choices

κ1 =
ωdHd(Ω)

(2π)d
, κ2 = 0, and β1 = β2 =

d

k
,

we obtain the first desired result, namely

H(ε) =
k ωdHd(Ω)

d (2π)d ln(2)
ε−

d
k + oε→0

(
ε−

d
k

)
and

εm =

[
k ωdHd(Ω)

d (2π)d ln(2)

] k
d

m−
k
d + om→∞

(
m−

k
d

)
.

Under the assumptions of (ii) in the theorem statement, the two-term Weyl law for the
Laplacian (see [37]) reads

MT

(
γ2
)

=
ωdHd(Ω)

(2π)d
[
γ−2 − 1

] d
2k

− ωd−1Hd−1(∂Ω)

4(2π)d−1

[
γ−2 − 1

] d−1
2k + oγ→0

(
γ−

d−1
k

)
=
ωdHd(Ω)

(2π)d
γ−

d
k − ωd−1Hd−1(∂Ω)

4(2π)d−1
γ−

d−1
k + oγ→0

(
γ−

d−1
k

)
.
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It can readily be verified that, under the choice

κ1 =
ωdHd(Ω)

(2π)d
, κ2 = −ωd−1Hd−1(∂Ω)

4(2π)d−1
, β1 =

d

k
, and β2 =

d− 1

k
, (22)

the assumption d > 6k/(2k − 1) implies β1(1 − 2/(6 + β1)) < β2. We can hence apply
Corollary 4 with the choice (22) to obtain the second desired result according to

H(ε) =
k ωdHd(Ω)

d (2π)d ln(2)
ε−

d
k − k ωd−1Hd−1(∂Ω)

4 (d− 1) (2π)d−1 ln(2)
ε−

d−1
k + oε→0

(
ε−

d−1
k

)
and

εm =

[
k ωdHd(Ω)

d (2π)d ln(2)

] k
d

m−
k
d

− π k ωd−1Hd−1(∂Ω)

2 (d− 1)ωdHd(Ω)

(
k ωdHd(Ω)

d (2π)d ln(2)

) k+1
d

m−
k+1
d + om→∞

(
m−

k+1
d

)
,

thereby concluding the proof.
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Appendix

Lemma 7 (Inversion lemma). For κ1 ∈ R∗+, κ2 ∈ R, and β1, β2 ∈ R∗+ such that β1 > β2,
let {ζn}n∈N∗ be a sequence of real numbers satisfying

n = κ1ζ
−β1
n + κ2 ζ

−β2
n + on→∞

(
ζ−β2n

)
. (23)

Then, we have

ζn = κ
1/β1
1 n−1/β1 +

κ
1/β1−β2/β1
1 κ2

β1
nβ2/β1−1/β1−1 + on→∞

(
nβ2/β1−1/β1−1

)
.

Proof. We first observe that limn→∞ ζn = 0. Therefore, upon rewriting

n = κ1ζ
−β1
n + κ2 ζ

−β2
n + on→∞

(
ζ−β2n

)
(24)

= κ1ζ
−β1
n

[
1 + κ−1

1 κ2 ζ
β1−β2
n + on→∞

(
ζβ1−β2n

)]
, (25)

and using β1 > β2, we obtain

ζn = κ
1/β1
1 n−1/β1(1 + on→∞(1)). (26)

Using (26) in (24)-(25) allows us to make the term (1 + on→∞(1)) more specific resulting
in

ζn = κ
1/β1
1 n−1/β1

[
1 + κ−1

1 κ2 ζ
β1−β2
n + on→∞

(
ζβ1−β2n

)]1/β1

= κ
1/β1
1 n−1/β1

[
1 +

κ−1
1 κ2

β1
ζβ1−β2n + on→∞

(
ζβ1−β2n

)]
(26)
= κ

1/β1
1 n−1/β1

[
1 +

κ
−β2/β1
1 κ2

β1
nβ2/β1−1 + on→∞

(
nβ2/β1−1

)]

= κ
1/β1
1 n−1/β1 +

κ
1/β1−β2/β1
1 κ2

β1
nβ2/β1−1/β1−1 + on→∞

(
nβ2/β1−1/β1−1

)
,

and thereby finalizing the proof.

Lemma 8. Let the sequence {µn}n∈N∗ be such that

µn =
c1

nα1
+

c2

nα2
+ on→∞

(
1

nα2

)
,

with c1 ∈ R∗+, c2 ∈ R, and α1, α2 ∈ R∗+ satisfying

either α1 < α2 < α1

(
1 +

2

6α1 + 1

)
, or

{
α1 = α2, and

c2 = 0.

The metric entropy with respect to the norm ‖ · ‖2 of the ellipsoid in `2 with semi-axes
{µn}n∈N∗ satisfies

H(ε) =
α1c1

1/α1

ln(2)
ε−1/α1 +

c2 c1

1−α2
α1

(α1 + 1− α2) ln(2)
ε
α2−α1−1

α1 + oε→0

(
ε
α2−α1−1

α1

)
.
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Proof. For α1 = α2 and c2 = 0, the result is by [18, Theorem 11]. In the case α1 < α2 <

α1

(
1 + 2

6α1+1

)
, the statement is a consequence of [18, Theorem 12].

Lemma 9. Let d ∈ N∗ and let Ed be the ellipsoid in Cd with positive semi-axes µ1, . . . , µd.
The metric entropy of Ed with respect to the norm ‖ · ‖2 satisfies

H
(
ε; Ed, ‖ · ‖2

)
≥ 2d

[
log
(
ε−1
)

+
1

d

d∑
n=1

log(µn)

]
, for all ε > 0.

Proof. The proof follows directly by application of [19, Theorem 4] with p = q = 2, K = C,
and where we set κ = 1, which is possible by the remark at the end of the proof of [19,
Theorem 4].

Lemma 10. There exists a sequence {κ(d)}d∈N∗ satisfying

κ(d) = 1 +Od→∞

(
log d

d

)
,

such that
N(ε;B2, ‖ · ‖2)1/d ε ≤ κ(d), for all d ∈ N∗ and ε > 0,

where B2 is the unit ball in Rd with respect to the ‖ · ‖2-norm.

Proof. This is a direct consequence of [42, Theorem 3].
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